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Abstract: In recent years, the simultaneous localization and mapping (slam) have received 
increasing attention from computer vision and robotics, and multitudinous of results have been 
proposed. This paper gives a review of the slam framework base on rgb-d camera. Then, the paper 
provides insight into the developments on slam issues, such as visual odometry, back-end 
optimization and, loop closing, to address the major limitations still facing the rgb-d slam. Some 
latest results on the slam based on the rgb-d camera are also summarized. Finally, some conclusions 
are drawn, and several future research hot spots highlighted. 

1. Introduction  
The SLAM is a technique for estimating the motion state of the sensor while constructing a map 

in the unknown environment at the same time. The original SLAM is mainly used in robot 
autonomous robot [1]. It is widely utilized in 3D real-time modeling, autopilot on temporary field 
roads [2] and rescue tasks for complex environments [3-5]. The Visual SLAM (vSLAM) is the 
technique which used the camera as the only external sensor [6]. Although there are still many 
challenges facing camera-based sensors, it is expected that such solutions will eventually offer 
significant advantages over other types of sensors. In early vSLAM techniques, the Monocular 
camera and the Binocular camera are employed as the exteroceptive sensor. In recent years, the 
RGB-D camera has received increasing attention from civilian and military. Compared with 
traditional vSLAM, the main advantages of SLAM base on RGB-D are low cost, simple structure 
and easier to get the depth information. 

Although multitudinous surveys for the vSLAM technique have been proposed [7-10], most are 
preferring to introduce the SLAM technology based on monocular or binocular, only a few of them 
handle RGB-D SLAM in an exclusive manner. [7] proposed the survey on vSLAM but did not 
thoroughly describe the different implementation details of each vSLAM solution. [10] also 
published a review on visual SLAM, but it is too early to summarize the latest trends and research 
hotspots. Therefore, the SLAM technique base on RGB-D camera is categorized and summarized as 
a survey paper. This paper is unique in that it systematically discusses the different components of 
SLAM technique bases on RGB-D cameras while highlighting the nuances that exist in their 
different algorithm. 

This paper is organized as follows. Section 2 introduced the RGB-D camera and SLAM 
framework base on RGB-D camera. Section 3 gave a review of the different methods to solve the 
SLAM problem of the RGB-D camera and the weaknesses and the strengths of each one are 
discussed. Section 4 summarized some key technology on Visual Odometry, Back-End 
Optimization, and Loop Closing. The summarizes of the future research hot spots and the 
development trend of SLAM are provided in Section 5 and finally, Section 6 concludes the paper. 
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2. RGB-D SLAM framework 
2.1 The universal RGB-D camera  

The first RGB-D camera in the world is the Kinect camera produced by the Microsoft Corp in 
2010. The structured light technique has chosen to be a technical scheme in Kinect camera. It 
consists of 3D Depth Sensors,Color Camera,Motorized Tilt and Microphone Array[11](see Fig 1). 

The middle part of the Kinect camera is a RGB Lens, The two sides are infrared emitters and 
CMOS Image Sensors, both of which form a Depth Sensor. 

 
Fig.1 Microsoft Kinect 

Finally, ASUS also produced a somatosensory camera Xtion Pro Live (see Fig 2). Its 
configuration of RGB Sensor and Depth Sensor are very similar to Kinect [11]. It consists of RGB 
camera and two, Color Sensor, IR Emitter and a pair of audio. 

 
Fig.2 Xtion Pro Live 

After that, Microsoft Corp produced Kinect V2 somatosensory equipment again; The TOF 
technique has chosen to be a technical scheme in Kinect V2. Then Intel produced Realsense 
Somatosensory Device. In 2017, ASUS produced Xtion V2 depth of field camera; they have been 
greatly improved in their quality. Because of its low price and simple principle, the RGB-D camera 
is widely welcomed in the field of visual SLAM. 

2.2 RGB-D SLAM framework 
The RGB-D SLAM framework and algorithm have been proposed in the past decades. These 

algorithms are provided in the Robot Library and the Visual Library (see Fig 3). 
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Fig.3 RGB-D SLAM flow chart 

The RGB-D SLAM process includes the following steps: 
Reading the information from the sensor. In the RGB-D SLAM, it aims to read and preprocess 

the RGB and depth information of the camera.  
Visual Odometry (VO). The visual odometry is also called the front-end. The front-end receives 

the RGB image and the Depth image from the RGB-D camera to solve the problem of camera 
movement in adjacent images. In the vSLAM, the front-end is classified by the feature methods and 
the direct methods. Because the features are expected to be distinctive and invariant to viewpoint 
and illumination changes, as well as resilient to blur and noise [13]. Most of the RGB-D SLAM uses 
the feature method. 

In the front-end algorithm, the RGB and Depth images of two adjacent frames are obtained 
firstly, then the RGB images are detected and the descriptors are extracted respectively. Matching 
the feature descriptors in two adjacent frames to obtain 2D feature matching points set. The 
coordinate information of two feature points in the corresponding RGB images and the depth 
information in the depth image are extracted respectively, and the coordinates of the 3D feature 
points in the space are calculated. When a coordinate 3D matching point is formed, it is added to the 
set of 3D coordinates matching points. The rotation and translation matrix between two adjacent 
frames can be calculated from the matched 3D points [12]. Then repeat the process until there is no 
new RGB image and Depth image input. 

Optimization. Because it is connected to the front-end, it is usually referred to as the Back-End. 
The main task of the back-end algorithm is to estimate the state of the whole system from noisy data 
and give the Maximum a Posterior (MAP) of the state. Get the motion transformation between 
initialization pose graphs from the front-end. The constraint condition is continuously added 
through the loop closing. Then, utilizing the nonlinear error function to optimize the pose of the 
camera in the pose map, and ultimately get the global optimal pose and trajectory of the camera. 

Loop Closing. Loop closing is an algorithm for detecting the similarity of observation data. Once 
the loop closing is successful, the information will be sent to the back-end to adjust the trajectory 
and map of the robot, and the cumulative error can be effectively reduced through loop closing. 

Mapping. At this stage, building a map that can describe the environment according to the 
estimated trajectory, but the way of description is not fixed, it depends on the needs of SLAM tasks. 
At present, the map is classified by the Metric Map and the Topological Map. 

3. RGB-D SLAM landmark achievements 
[12] is the first method to reconstruct the indoor environment using the RGB-D camera. This 

algorithm extracts the SIFT features from color images and finds the depth information in depth 
images. Then the RANSAC method is used to match the 3D feature points, and then as the initial 
value of ICP (iterative closest point) to obtain more accurate pose. Richard A. Newcombe,Andrew 
J. Davison proposed KinectFusion [17] in 2011. It is the first RGB-D SLAM based on the GPU 
real-time construction of dense 3D map algorithm, KinectFusion uses the TDSF model for depth 
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data fusion and uses the ray projection algorithm to calculate the surface of the scene that can be 
seen in the current perspective. This algorithm used a voxel block hashing in the mapping process 
to reduce a computational cost. But Kinect fusion is affected by amount data and in [18], the data 
has been greatly reduced by unifying coplanar points [19]. RTAB-MAP [20] (Real-Time 
Appearance-Based Mapping RGB-D SLAM) provides a more complete solution. In particular, a 
loop closing based on Bag of words (Bow) is provided. RTAB-MAP not only supports Kinect, but 
also supports binocular sensors, but because of the upper integration level, it is difficult to develop 
two times on the basis of it. Raul Mur-Artal,Juan Domingo Tardos proposed ORB-SLAM [21] in 
2015 is an algorithm for constructing sparse maps; they proposed a more complete ORB-SLAM2 
algorithm [22] in 2016. ORB-SLAM2 algorithm supports three forms: monocular, binocular and 
RGB-D. It uses three threads to complete the algorithm: real-time tracking feature points thread, 
Local Mapping thread and Loop Closing thread. Because the ORB feature that does not consume 
time, it makes the whole algorithm could real-time operation on CPU. In addition, ORB-SLAM2 
uses ORB dictionary file to ensure that loop back detection can effectively reduce accumulative 
error. Sala-Moreno et al. proposed SLAM++ algorithm [23] is an “object oriented” concept RGB-D 
SLAM. In this algorithm, the information of some 3D objects has been recorded in advance in the 
database. Because the 3D object has been re-identified, the point cloud map estimated in the 
algorithm is replaced by more precise object map, and the data volume of the algorithm will also be 
greatly reduced.Because the range of the Field of vision (FOV) and depth measurement of RGB-D 
camera is limited, there are still some problems in the registration of distant frames. Monocular 
SLAM systems can be extended to wide-angle cameras to increase the FOV range, but can not 
obtain depth information, so it is still unstable for lack of texture scene. Khalid Yousif, Yuichi 
Taguchi, Srikumar Ramalingam proposed MonoRGBD-SLAM in 2017 [24]. The SLAM system 
uses RGB-D cameras and wide-angle cameras to combine the advantages of both. The system 
extracts 3D point features from RGB-D cameras, extracts 2D point features from monocular 
images, and then uses these feature points to realize registration from RGB-D to RGB-D and from 
RGB-D to monocular images. Compared with a single RGBD SLAM, this algorithm is more robust. 
Ming H, Westman E, Zhang G, et al. proposed KDP-SLAM [25] uses only CPU, hand-held RGB-D 
sensors to reconstruct large indoor environments in real time, and it is the first dense planar SLAM 
to run on a CPU in real time (30 fps). Although the dense visual SLAM method can estimate the 
dense reconstruction of the environment, it lacks certain robustness in the tracking part, especially 
when the optimization process is not initialized properly. [26] proposed inertial RGBD-SLAM 
system combined with map deformation information, is more robust to fast motions and periods of 
low textureand and low geometric variation than the related RGB-D only SLAM system. [27] 
proposed combining events, images, and IMU for Robust Visual SLAM in HDR and High-Speed 
Scenarios in 2018. This algorithm combines the complementary advantages of the two sensors, and 
proposes a state estimation method which combines event, standard frame and inertial measurement 
tightly for the first time. And this hybrid method improves the state estimation accuracy by 130% 
compared with the pure event camera and 85% compared with the standard visual inertial system. 
In addition, Google launched the Project Tango in 2014 to move SLAM technology to mobile 
phones, the Project Tango uses motion tracking, area learning and depth perception technology for 
space exploration and self-location [28]. 

4. Key technology 
4.1 Visual Odometry 

The Visual Odometry of vSLAM is mainly categorized as being the feature methods and the 
direct methods [29]. The feature method is the mainstream solution for the current vSLAM because 
of its stable operation and insensitivity to light and dynamic objects. 

4.1.1 Feature methods 
The feature method is the mainstream of VO now: for the two images, firstly features of the 
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image are extracted, and then the transform matrix to calculate the camera according to the 
matching characteristics of two images. The most widely use of this is point matching, such as SIFT 
[14], SURF [15], and ORB [16]. 

The SIFT (scale invariant feature transform) feature extraction algorithm proposed by David G. 
Lowe in 1999, the SIFT feature is discriminable and its descriptors are represented by 128-
dimensional vectors. In addition, the SIFT feature is rotational invariant, scale invariant, radiative 
invariant, and robust to noise and illumination changes. The algorithm was improved in 2004 [14]. 
In [25], the SIFT algorithm is applied to feature extraction and descriptor computation for two 
adjacent RGB images. However, because the SIFT algorithm is more intricate, the vector dimension 
of the SIFT feature is too high so that it has high time complexity. Compared with the SIFT 
features, the time complexity of the SURF (speeded up robust features) is relatively low. Herbert 
Bay proposed the SURF algorithm in 2006 [15]. SURF features have scale rotation invariance, and 
compared with the SIFT feature, the speed of the using SURF algorithm is increased by 3~7 times 
[31-33]. In [34], used SURF algorithm to detect feature and extract descriptors in RGB images 
collected, which greatly reduced the time complexity and ultimately built 3D environment model in 
real time. Ethan Rublee proposed ORB (oriented FAST and rotated BRIEF) in 2011 [16], the 
calculation speed is accelerated further, the calculation speed of ORB is 100 times that of SIFT 
features, and is 10 times of the SURF feature, which combines the FAST [35] feature detection 
operator and BRIEF [36] descriptors and made some improvements on this basis. ORB has rotation 
invariance but does not have the scale invariance. ORB-SLAM2 [22], as an improved algorithm for 
ORB-SLAM, supports monocular, binocular, and RGB-D cameras. 

4.1.2 Direct methods 
The method that does not use the feature is called the direct method. The direct method directly 

writes all the pixels in the image into a pose estimation equation to get the relative motion between 
the frames. In this method, all the information within the image can be taken advantage to help the 
subsequent use of the map. And it has the good robustness to the environment with fewer 
characteristics. Nevertheless, the direct method needs more computation than the feature method, 
and it is also susceptible to failure when scene illumination changes as the minimization of the 
photometric error between two frames relies on the underlying assumption of the brightness 
consistency constraint. The camera positioning method proposed in [37] relies on each pixel point 
of the image and builds a dense 3D map. [17] get the depth image from Kinect, and get all the 
pixels in every frame to minimize the distance and get the pose of the camera, then merge the deep 
image and get the global map information at last. A robust RGB-D SLAM scheme is proposed by 
[38], which combines depth error and pixel strength error as an error function and minimizes the 
cost function to get the optimal pose (see Fig 4).  

 
Fig.4 The direct methods utilize all information of the triangle to match to the image and the 

indirect methods utilize the features of the triangle to match to the features of the image 

4.2 Back-end optimization 
The Back-end optimization of vSLAM is mainly classified by the filter methods and the non-

filter methods. In the early twenty-first Century, the filter methods have been the mainstream of 
vSLAM, and the current mainstream method is the non-filter methods. 

4.2.1 Filter methods  
The filtering method mainly uses Bayes's theorem to make a priori estimation of the position and 
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posture of the robot, then the observation information is used to estimate the position and the map 
of the robot. The main use of the filtering method is the extended Calman filter (EKF) and the 
particle filter (PF). In [39-41], R. Smith etc. used EKF for the first time to solve SLAM problems. 
But EKF still has many shortcomings: for example, assuming the noise Gauss distribution and 
linearization error. For this reason, nonlinear optimization is proposed [38]. 

4.2.2 Non-filter methods  
After twenty-first Century, SLAM researchers began to learn from the methods of SFM 

(Structure from Motion) problem and put the Bundle Adjustment (BA) into SLAM. The non-filter 
methods and the filter methods are different fundamentally. It is not an iterative process, but it takes 
into account the information in all the past frames. The error is divided into every observation by 
optimizing. The Bundle Adjustment in SLAM is often given in the form of graphs, so the 
researchers also call it the Graph Optimization. 

4.3 Loop Closing  
In the SLAM algorithm, the process of map reconstruction will produce the accumulation of 

errors, and it is prone to drifts in camera pose estimates. After an exploration phase, return to a right 
pose may not yield the same camera pose measurement, as it was at the start of the run. Those 
issues maybe lead the system to erroneous measurements or great failure in the end. The realization 
of closed loop is an effective way to eliminate accumulated errors. An important task of loop 
closing is how to correctly and effectively judge whether the camera has passed the same place. 

Loop closing method mostly uses the Bag of Words (Bow) method, the Bow method refers to the 
technique of converting the content of an image into a digital vector by using the visual dictionary 
tree. First extracts feature from a large number of training images and classify these features. The 
leaf nodes are called dictionaries, and then an image can be described as a vector under the 
dictionary according to whether the corresponding words appear. 

[43] released a K-means extended K forked tree to express a dictionary. Feature extraction is 
performed on the training image set, and the feature descriptor space is discretized into a cluster by 
K-means method. Thus, the first node layer of the dictionary tree is created. The following layer is 
obtained by repeatedly executing this operation for each cluster until a total layer is obtained. 
Finally get W leaf nodes. [45] uses a dictionary method of SIFT features to constantly search for 
places that have been visited. [46-47] uses a dictionary method based on SURF descriptors to detect 
SURF features in loop closing. [48] proposed a FAST based feature detection and BRIEF descriptor 
binary dictionary, and added the direct index so that the matching points between images can be 
effectively acquired. [21] uses a dictionary method based on ORB features to select the candidate 
closed loop first, and then the geometric verification of the closed loop through similarity 
calculation. 

5. The future research hotspot and development trend of visual slam 
5.1 Semantic SLAM  

The current visual SLAM technology is still in the feature point or pixel level, resulting in the 
difference of characteristics may be too weak. In addition, the point cloud map built with current 
technology does not distinguish between different objects, it leads to the lack of information 
contained in the map and cannot continue to be used. So, the construction of semantic map has 
become a research hot spots in the future vision of the SLAM. The meaning of semantic SLAM is 
that the SLAM system not only gets the geometric structure information from the environment but 
also recognizes the independent information in the environment in order to get its location, posture 
and attributes and other semantic information, so as to cope with the more complex environment 
[49]. The general idea of semantic SLAM is to combine semantic map with SLAM to generate a 3D 
semantic model. In the past, similar work has been done by random forests and 3D reconstruction, 
and in recent years (2016), there has been a growing trend to combine deep learning with SLAM. 
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Semantic Fusion proposed by McCormac is a 3D dense semantic map construction algorithm 
based on Convolution Neural Network(CNN) [50]. It relies on Elastic Fusion SLAM algorithm to 
provide interframe pose estimation for indoor RGB-D video. And it uses CNN to predict pixel-level 
object class labels. Finally, it combines Bayesian upgrade strategy and the Conditional Random 
Field (CRF) model upgrades the probability of the CNN predictions from different perspectives, 
and finally generates a 3D dense semantic map containing semantic information. The CNN in 
Semantic Fusion chooses to add depth channels to the deconvolution semantics segmentation 
network structure in the framework of caffe, so that it can input four-channel RGB-D images and 
transmit them, then a dense pixel level semantic probability map is obtained. In [51-53], object 
recognition and visual SLAM are combined to build maps with object labels. [54] proposed use 
label information to bundle adjustment or optimize the objective functions to optimize the location 
and label information of feature points. [55] proposed a single and semi dense 3D semantic 
mapping construction method based on CNN and LSD-SLAM. 

The advantages of semantic SLAM are as follows [56]:1. The classical SLAM methods 
generally assume that the environment is static. However, semantic SLAM can predict mobile 
attributes (human or robot). 2. In semantic SLAM, the knowledge of similar objects can be shared, 
and the extensibility of the SLAM system can be improved with maintaining a shared knowledge 
database. 3. Compared to the classic SLAM system, the path planning of the semantic SLAM is 
more intelligent because it can better plan the optimal path. 

5.2 Multisensor fusion  
The camera can capture the abundant details of the scene, and the inertial measurement unit 

(IMU) have a high frame rate and an accurate short time estimation can be obtained. The two 
sensors are complementary [57-58], which can be used together with better results, so using vision 
sensor and inertial navigation integration has become a hot research topic in the SLAM. At present, 
visual Inertial Odometry (VIO) is mainly divided into loosely coupled and tightly coupled [59], 
loosely coupled means after the camera and IMU self motion estimation of pose respectively then 
combine them. In contrast to the loose coupling, the tightly coupling is to combine the state of the 
camera and the IMU to perform the state estimation. One of the mainstream techniques of 
combining visual sensors with IMU to estimate pose is a method base on the filter. [60] proposed 
Real-time technology of monocular vision and IMU fusion based on EKF. [61] put fusion problem 
into two threads to process, and the inertial measurement and feature tracking between consecutive 
images on the first thread to handle in order to get a relatively high frequency of position 
estimation, the second thread contains a BA to reduce the effect of linear error estimation. The 
technique base on optimization is another mainstream technology for the combination of visual 
sensors and IMU. [62] makes the IMU error in the form of full probability to fuse the projection 
error of the road mark to form a joint nonlinear error function that will be optimized. Although the 
optimization method has become the mainstream in the classical visual SLAM, but in VIO, because 
of the high data frequency of IMU, the optimization of the state needs more computation. 
Therefore, it is still in the coexistence stage of filtering and optimization [63-64]. 

Besides, SLAM based on line feature or surface feature [65-67] and SLAM based on multi-robot 
[68-71] will gradually become the latest research focus of SLAM in the future. 

6. Conclusion 
During the course of this survey, we have outlined the essential building blocks of a generic 

RGB-D SLAM system; including Visual Odometry, Back-end Optimization and Loop Closing.We 
have also discussed the details of the latest open-source state of the art systems in RGB-D SLAM 
including KinectFusion, RTAB-MAP, ORB-SLAM, SLAM++ and MonoRGBD-SLAM,etc. Finally, 
we compiled and summarized what added information closed-source RGB-D SLAM systems have 
to offer. 

Over the past decade, visual SLAM has gone through three great times: asking questions, 
searching for algorithms, and improving algorithms. We are now at third times[71], how to make 
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the mature algorithm framework constantly perfected and improved, how to make the actual process 
of environmental applications in improving the robustness of the algorithm to deal with more 
complex environment, how to make the robot more intelligent object recognition and path planning, 
are all desired properties that unfortunately most states of the art systems lack and remain 
challenging topics in the field.  
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